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challenging optimization problems
appear in many

scientific, technological and industrial domains



Optimize ὪȡɱṒᴙ ᵐᴙ

derivatives not available or not useful

ὼɴ ᴙ Ὢὼᶰᴙ

Numerical BlackboxOptimization



Given:

Not clear:

which of the many algorithms should I use on my problem?

ὼɴ ᴙ Ὢὼᶰᴙ

Practical BlackboxOptimization



Deterministic algorithms
Quasi-Newton with estimation of gradient (BFGS) [Broydenet al. 1970]
Simplex downhill [Nelder& Mead 1965] 
Pattern search [Hooke and Jeeves 1961] 
Trust-region methods (NEWUOA, BOBYQA)[Powell 2006, 2009]

Stochastic (randomized) search methods
Evolutionary Algorithms (continuous domain) 
ÅDifferential Evolution [Storn& Price 1997] 
ÅParticle Swarm Optimization [Kennedy & Eberhart1995] 
ÅEvolution Strategies, CMA-ES[Rechenberg1965, Hansen & Ostermeier2001] 
ÅEstimation of Distribution Algorithms (EDAs) [Larrañaga, Lozano, 2002] 
ÅCross Entropy Method (same as EDA) [Rubinstein, Kroese, 2004] 
ÅGenetic Algorithms[Holland 1975, Goldberg 1989] 

Simulated annealing[Kirkpatrick et al. 1983]
Simultaneous perturbation stochastic approx. (SPSA) [Spall 2000] 
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Åchoice typically not immediately clear
Åalthough practitioners have knowledge about which 

difficulties their problem has (e.g. multi-modality, non-
separability, ...)

Numerical BlackboxOptimizers



Åunderstanding of algorithms

Åalgorithm selection

Åputting algorithms to a standardized test
Åsimplify judgement

Åsimplify comparison

Åregression test under algorithm changes

Kind of everybody has to do it (and it is tedious):

Åchoosing (and implementing) problems, performance 
measures, visualization, stat. tests, ...

Årunning a set of algorithms

Need: Benchmarking



that's where COCO and BBOB come into play

Comparing Continuous Optimizers Platform

https :// github.com/numbbo/coco



automatizedbenchmarking



How to benchmark algorithms with COCO?
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